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Abstract. In recent years, statutes recommendation has been a popular research
subject of artificial intelligence in legal domain. However, the existing statutes
recommendation systems are more oriented to professionals, such as judges and
lawyers, and are not suitable for general public who have no legal knowledge
and cannot independently extract key points. We use deep learning to solve the
ambiguity and variability of general public’s linguistic expressions about cases.
We propose a novel Convolutional Neural Network (CNN) architecture to
obtain the relations between statutes and cases. Unlike previous works, in order
to utilize the semantics of statutes, we also put statute content as model input
besides case description. Moreover, different from the 7Top-k method, the
numbers of statutes recommended by our model varies among cases. In addition,
all the features of the case statements and statute contents are extracted auto-
matically without any human intervention. So, the approach for training the
model can be easily applied in different types of cases and laws. Experiments
results on the juridical document corpus of the proposed CNN model surpass
those of previous neural network competitors.

Keywords: Statutes recommendation - Convolutional Neural Network
Natural Language Processing

1 Introduction

As artificial intelligence is applied in more and more applications, courthouses are
starting to focus on intelligent judges. Robot judges, robot legal consultants and other
products are emerging. Statutes recommendation is an important part of judicative
intelligence. Because statutes are the support of case verdicts. If we can predict the
statutes accurately, we can get the trends of verdicts to some extent. What’s more,
recommending proper statutes for cases is quite useful for all roles involved in legal
cases, such as judges, lawyers and interested parties. It can help the judges to process
the cases more effectively and efficiently. It can also impel lawyers to find more
references so as to defend better. For people without professional legal knowledge,
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statutes recommendation is much more helpful. It is hard for them to find proper
statutes without the assistance of professionals. Seeking advice from law firms costs
much time and money. A system which can recommend proper statutes according to
given case descriptions will benefit them a lot.

There have been a few studies on statutes prediction or recommendation (Kim et al.
2016; Chen and Chi 2010; Chou and Hsing 2010; Conrad and Schilder 2007; Moens
2001). However, most of them focused on retrieving or classifying statutes based on
keywords, which are difficult to use for people without professional legal knowledge.
The recent improvement made by Liu et al. (2015) considers to retrieve relevant
statutes from a query sentence using daily customary terms. Liu et al. (2015) imple-
mented a system to classify user query by Support Vector Machine (SVM). The
accuracy of this model largely depends on the quality of the input query sentences.
However, key points of a case cannot always be summarized within a proper chief
query sentence especially by non-professional users. They may describe a case by some
facts which are irrelevant to the final judgment. Besides, the model always returns a
fixed number (e.g., 5 or 10) of statutes for any case, although the number of statutes
cited by cases varies a lot, which is from one to even over twenty. This is also a
potential limitation of most of existing statutes recommendation systems. Furthermore,
the adopted multi classification strategy is sensitive to the category distribution of
training samples, and categories imbalance may lead to the deviation of model. The
classifier model is more inclined to recommend popular statues and ignore the infre-
quent statutes directly. But popular statutes are usually universal to many cases. For
example, the 64-th article in Civil Procedure Law of the People’s Republic of China
reads: * MEAX B DRI K | HFREREIEIE. ...~ (tis the duty of a party
to an action to provide evidence in support of his allegations..."). These popular
statutes are usually not the crucial statutes which affect the judgement of cases. The
users pay more attention to the statutes which are closely related to the cases. Lastly,
most of existing systems do not use the statutes’ semantic information to extract the
case features more accurately. They just regard statutes as labels.

In this paper, we propose a statutes recommendation framework based on a novel
CNN model to overcome existing problems. There are three key features of the
pro-posed framework:

1. One of the inputs is plaintiff claiming segment using daily customary terms. It is the
case description submitted to the court by the plaintiff, which does not contain many
professional legal terms. This ensures the usability of system for general public. At
the same time, it is the only information that judges and lawyers can get before hold
hearings.

2. Statute contents are also treated as the inputs of the model. This is beneficial to
highlight the crucial features of cases and reduce the weight of irrelevant infor-
mation. It can also assist us in finding statutes more relevant to cases.

3. The statutes predicting problem is formalized as a binary classification task:
determine whether the statute is suitable for the case according to the given text

! The English version of Civil Procedure Law of the People’s Republic of China, http:/www.npc.gov.
cn/englishnpc/Law/2007-12/12/content_1383880.htm.
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couple of statute and case. Compared to the pervious classifying model which only
extracts the features of cases, the goal of our CNN model is to capture the semantic
relations between case description and the reference statutes.

The flow chart of the model is shown in Fig. 1. If the number of candidate statutes
is k, we should run this classifier model for k times. So, the numbers of recommended
statutes will not affect each other. In real applications, we can limit the number of
candidate statutes to a reasonable number by restraining the cause of cases or
requesting user select law scope.

The rest of this paper is organized as follows. Section 2 presents the research
background, including recommender systems (RS), CNN and related techniques, as
well as discussion of the motivation of proposing a novel CNN model for predicting
statutes. Section 3 introduces the proposed CNN architecture in detail. The experi-
ments and results are presented in Sect. 4. Section 5 concludes the paper.

Recommended Statutes

candidate statute 1 | ==+=== [ candidate statute i | ==+e-
YES NO YES NO
( the model to detect statutes applicability O
candidate candidate candidate | [ candidate
statute 1 statute 2 | statute ¢ statute k&

l \

‘ plaintiff claiming segment [

Fig. 1. The flow chart of the statutes recommendation model

2 Background

2.1 Recommender System

Recommender Systems are software tools to assist users in finding useful information
quickly. The term first appeared in the 1990s (William et al. 1995; Shardanand et al.
1995; Resnick et al. 1994). Unlike the search engine, the recommender systems don’t
require the user to provide clear requirements. They analyze the users’ historical
behaviors and model the users’ interests so as to recommend information that meets
users’ demands. Nowadays, recommender systems are applied in a diversity of fields
including music, books, finance, law etc. The recommender system algorithms can be
mainly classified into three categories: collaborative filtering, content-based filtering
and hybrid methods.

In the scene of statutes recommendation, each case needs to be recommended only
once. They don’t have behavior histories. Every recommendation is faced to a “new
user”. In the early stage of the study, we have tried the filtering based on the
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neighborhood. We found out the similar cases through the case features and used the
similar cases’ statutes as the recommended statutes. But, unfortunately, the result of the
experiment was bad. We analyzed the data set and found that the case statements of the
same case cause are pretty similar. For example, the statement of a divorce case is
“REZHEIFF , 2001F6 A , |/, HEZANBAIR. FT2002F38108%F
L8, IBERATL. ATNAENRZT# , BEREFH , 2FNEEM
FES ABERFEEARSWA WEREEHUSHERE, BENIEREX R (The
plaintiff Li Juan said that, the plaintiff and the defendant introduced to each other in
June 2001, and then they got married in March 10, 2002. There is no child after
marriage. Due to the lack of understanding before marriage, they are on bad terms and
always argue for trivial matters after marriage. The affection between husband and wife
is shattered entirely. Now the plaintiff askes the court to release the marriage rela-
tionship between the plaintiff and the defendant.) The statement of another case is
almost the same except for having a son and a daughter after marriage. The intersection
of statutes cited by the two cases is empty. Obviously, whether having a child or not is
a key point. But it is very difficult for machine to learn key elements from a large
number of similar parts. We can list the key points manually, but the cost is too high.
Just for divorce cases, there are also many key points such as family violence, property
disputes, paramour, bigamy and so on. For thousands of case causes, the workload is
too heavy.

So, we decide to adopt content-based filtering. We add statute features as inputs in
order to highlight the key parts in the case statements. We predict by analyzing the
relationship between case statements and statute contents.

2.2 Convolutional Neural Network

CNN model has its success on fields like computer vision (Neverova et al. 2014),
speech recognition (Deng et al. 2013) and natural language processing (Collobert and
Weston 2008). A filter with width m can learn to recognize specific n-grams of texts
where n is less than or equal to the filter width m. What’s more, the position of n-grams
hardly influences the meaning of the sentence. So, pooling operation which owns a
property of local translation invariance can help to capture features more effectively.
Previous studies have shown that CNN model has a good performance on text
classification, sentiment analysis, and text similarity (Kim 2014; Kalchbrenner et al.
2014; He et al. 2015). Accordingly, we attempt to use a CNN model to recommend
statutes for cases.

2.3 Attention Mechanism

Attention mechanism was first widely used in computer vision (Mnih et al. 2014), and
was extended to machine translation in Natural Language Processing (NLP) field by
Bahdanau et al. (2015). It is used to find out the words in the source language related to
the generated word in the target language. As a result, translating as well as aligning
will be done at the same time. Attention mechanism can observably improve the
accuracy of the translation. It is similar to statutes recommendation since we want to
find out the key words of case statements related to the statute, just like the alignment in
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machine translation. Inspired by attention mechanism, we adopt a correlation matrix to
measure semantic similarity between statutes and cases in our model.

2.4 Word Vectors

Word vectors generated by neural network language model were proposed by Bengio
et al. in 2003. Word vectors are used to reconstruct the representation of words into
form of vectors. Compared to TF-IDF, it has a nice property that semantical close
words are likewise close in Euclidean or cosine distance. This model is suitable for
various languages, including Chinese. In our experiment, we used word vectors to
represent words in lower dimensional vector space. We constructed multiple correla-
tion matrices by using different distance measurements.

Logistic regression

Full connected layer
K-max pooling

Valid convolution

Max pooling

Same
convolution [ \ |

(ws=3,4,5) ||| A 1 \ —

Correlation
matrix

Projected
sentence
matrix

Statute Text(n,=9)  Case Text(n,=8)

Fig. 2. The CNN architecture to judge whether the statute is suitable for certain case
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3 The Proposed CNN Structure

In this section, we describe our model which is shown in Fig. 2. The model is used to
judge whether the statute is suitable for certain case by means of measuring semantic
relations between the statute and the basic situation of the case.

3.1 Correlation Matrix

We combine case statements and statute contents at the first layer of the network in
order to capture their relations. Our inputs are pairs of texts, which have distinct
lengths. Let S! represents the statute text and S? represents the case text. An embedding
layer which can be fine-tuned during training will project each word of the text to a
g-dimensional word vector. Suppose that S} responds to the vector of the i-th word in
S!. then the dot correlation matrix M%" € R"*™ can be represented as

dot _ ¢l | 2
M" =S, -S;, (1)
where n; is the length of S' and n, is the length of S?. There are other alternative

correlation matrices, for example, Euclidean correlation matrix MPE“ shown in Eq. (2)
and Manchester correlation matrix M™“, shown in Eq. (3).

2
uc q
My =30, (S 53) @
Man __ q
Mij - Zd:l

Here S}’ , means the d-th dimension of S!. We can also use multiply matrices by

Sl- % ©

concentrating them into multi-channel, which can improve performance slightly, but do
harm to efficiency.

3.2 Convolution

The convolution operation at the first convolution layer of the network is convolving a
matrix of weights W, € R">"$*¢ with correlation matrices mentioned above, where
ws is the window size and c is the number of correlation matrices we applied. We use
Same Convolution (Fukushima and Neocognitron 1982) with zero padding to control
the kernel width and the size of the output independently and gain the output of the
same size with different window sizes. After that, each value in the output matrix
should be added to a bias and perform an operation of a nonlinear function, such as
ReLU.

A feature map can be seen as extracting a certain feature of the input. We use
multiple feature maps so that we can gather different kinds of text features, which is
helpful to improve the system performance.

Denoting the number of feature maps as f;, the output of Same Convolution has size
ny X np X f. We pick up the maximum value over dimension n, through a
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max-overtime pooling operation (Collobert et al. 2011). The resulting matrix has
dimensions n; X f;.

We apply multiply window sizes with same filter map size and concentrate the
outputs together. We denote the generating matrix as O° whose dimensions are
ny X g X f;, where g is the number of distinct window sizes. Then, we convolute
weights U € R with O° at the second convolution layer. Similarly, there are more
than one feature maps and each feature map has a bias term and a nonlinear function.
However, we use Valid Convolution (Fukushima and Neocognitron 1982) without zero
padding rather than Same Convolution this time.

3.3 K-max Pooling

Please notice that the number of input neurons at the full connected layer is fixed, but
the lengths of S! and S? vary considerably. In order to solve the problem of variable
text lengths, we use Kalchbrenner et al. (2014)’s k-max pooling to project sentences of
distinct lengths to the same size. Unlike max pooling, it selects k top values from each
dimension rather than one. As a result, it avoids the loss of features. For example, max
pooling can’t distinguish whether a valuable feature occurs one or multiple times in a
single row.

3.4 Full Connection

The output matrix of k-max pooling layer will be flattened to a vector v as the input of
full connected layer. Then, the vector v will be multiplied with weights Wy and be
added to a scalar by. The result will be operated by sigmoid function to get the
probability whether the statute is suitable to the case. It can be formulated as

y = o(Wv+by). (4)

The whole operation can also be seen as a logistic regression.

We train the network by minimizing the cross-entropy loss between the predicted
and expected distributions. We also employ dropout and L2 regularization on the
weight and bias vectors at the penultimate layer to prevent overfitting.

4 Experiments and Results

4.1 Datasets

We selected 13000 juridical documents of divorce cases randomly from China Judg-
ment Documents Repository as the whole cases data set. The juridical document is a
summary of the case, written by the judge after the completion of the trial. It includes
the basic situation of the case, the parties, the evidences, the judgment result, the trial
and analysis process and so on. It is used to document a case. Except for confidential
cases, the juridical document is open to all, so it has high readability. We picked up the
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contents of plaintiff claiming segment as case statements. The data set was randomly
split into 4936 training, 1737 development and 6327 testing.

Unlike English, Chinese has the characteristics of continuous writing without blank
characters. If the computer can’t obtain the exact boundary of words, it is difficult to
gain the semantic information contained in the text (Lai et al. 2013). So, word segment
is a common data preprocessing operation in Chinese language processing. Nowadays,
there are many excellent word segment tools, such as ANSJ, JIEBA, ICTCLAS,
SCWS, LTP, NLPIR and so on. We used ANSJ to segment texts. ANSJ owns four
segment patterns: base mode, precise mode, index mode and NLP mode. In this paper,
we chose the NLP mode to segment word. Because it is the most accuracy mode and it
supports digit recognition, name recognition, organization recognition and new word
detection.

After word segment, we removed the following characters to filter out irrelevant
interferential words.

— Words of time, place, people name, organization name were ignored.

— Prepositions and conjunctions were removed since their major function is to con-
nect the grammatical structure, not to express semantic.

— We also removed non-Chinese characters and single character words since a Chi-
nese word usually consists of at least two characters.

— The words appeared over 10000 times or less than 5 times in the whole corpus were
discarded. We can’t identify one case from all the cases through frequent words
since most of case statements have these words. We also can’t gather a group of
cases cited the same statute by rare words since most of case statements don’t own
these words. So, both the frequent words and the rare words can’t be-come the case
features.

— Furthermore, we make a constraint that each word should only occur once in
every S-gram of the text. If there are more than one, only the first will be kept.
Because we found that the beginning of a sentence in plaintiff claiming is often the

repeat of last sentence. For example, ‘“20034E7H, WAL ANEMHIR. B
ANHIRG, T20054E5 H20H Zic 4545, (In July 2003, the plaintiff and the
defendant introduced to each other. After acquainted with each other, they married
in May 20, 2005.). The reason of choosing number 5 is that the max window size of
our CNN model is 5.

The length of case statement inputs varies from 10 to 317. The cases distribution
based on the length of preprocessed case statements is shown in Table 1.

Table 1. The cases distribution based on the length of preprocessed case statements.

Dataset | 10-19 | 20-29 | 30-39 | 4049 | 50-59 | 60-69 | 70-79 | 80-89 | >90
Training | 731 1346 | 996 |704 418 245 |127 82 287
Test 975 11696 |1421 |940 |535 282 230 |[116 |132

We only chose the whole 50 statutes in Marriage Law of the People’s Republic of
China as the candidate statutes since statutes in the same law are more similar and
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confusing. For example, the following three statutes in Marriage Law of the People’s
Republic of China® are quite analogous.

o =2 FIbIp. TSRS AL TS US M B HAIAT . ZE RIS I R BT
Y. FEIEELS. FIEAEEE SARE. FIERERTT . FIESEER A

I EFF AR F . (Article 3 Marriage upon arbitrary decision by any third party,
mercenary marriage and any other acts of interference in the freedom of marriage shall
be prohibited. The exaction of money or gifts in connection with marriage shall be
prohibited. Bigamy shall be prohibited. Anyone who has a spouse shall be prohibited
to cohabit with another person of the opposite sex. Family violence shall be pro-
hibited. Maltreatment and desertion of one family member by another shall be
prohibited.)

o Bk AN 1, W (—) HISH: () AEEIEEEN
ERERMN: (2D I RGES FUARR LG ISI050, 155 A &

s (PO KRB EUSR ] . (Article 10 The marriage shall be invalid if: (1) either
of the married parties commits bigamy; (2) there is the prohibited degree of kinship
between the married parties; (3) before marriage either of the parties is suffering from
a disease which is regarded by medical science as rending a person unfit for marriage
and which has not yet been cured after marriage; or (4) one of the married parties has
not reached the statutory age for marriage.)

* BN ARG —, SEEMSN, O T ARG RBFEE: ()
HISH; () AREEFSMEARER; (=) SSixERI; (1) E

. BFF B M . (Article 46 Where one of the following circumstances leads to
divorce, the unerring party shall have the right to claim compensation: (1) bigamy is
committed; (2) one party who has a spouse cohabits with another person of the
opposite sex; (3) family violence is committed; or (4) a family member is maltreated
or abandoned.)

If the model can choose proper statutes from these similar statutes, it should be
easier to distinguish less similar statutes and get better results. If you want to get the
statute contents of the whole laws, you may pay to the courts or the law agencies who
own the law database. The statute contents were preprocessed as the same as case
statements. The length of statute inputs varies from 3 to 55. The cases distribution
based on the number of quoted statutes is shown in Table 2.

Table 2. The cases distribution based on the number of quoted statutes.

Dataset | 1 2 3 4 5 6 |7 (8|9
Training | 2839 | 739|738 400|157 |42 14|52
Test 3596|1003 /1944 1483 1217 |65|15/4 |0

2 The English version of Marriage Law of the People’s Republic of China, http://www.npc.gov.cn/
englishnpc/Law/2007-12/13/content_1384064.htm.
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The distribution of the positive and negative classes is extremely unbalanced, since
statutes unquoted by a case are far more than quoted. In order to avoid the negative
class shift, we randomly selected four unquoted statutes as negative samples for each
positive sample. The cited frequency of the statute determines the probability of the
selection. The training sample format is (statute content, case statement, 1) for positive
sample and (statute content, case statement, 0) for negative sample.

4.2 Pre-trained Word Vectors

Pre-training word vectors from a large corpus is a common method in natural language
processing. It can improve performance in the absence of a large supervised training set
(Collobert et al. 2011; Socher et al. 2011; Iyyer et al. 2014).

We trained the word vectors from all the juridical documents of cases happened in
2015 and 2016, totally 2000000 pieces. We used the full text of the juridical docu-
ments, rather than plaintiff claiming segment. We still selected ANSJ as the word
segmentation tool and adopted the NLP mode. We removed all the non-Chinese
characters and single character words. The vectors have dimensionality of 200 and
were trained using the continuous bag-of-words architecture (Le and Mikolov 2014).
Words not included in the set of pre-trained words are initialized to be mean of all word
vectors.

4.3 Training

Training is done through stochastic gradient descent over shuffled mini-batches of size
64 with the Adagrad update rule (Duchi et al. 2011).

We use rectified linear units as the activation function. Filter window sizes of Same
Convolution are 3, 4, 5 and each has 128 feature maps while Valid Convolution has
256 feature maps. Dropout rate is 0.5, L2 regularization weight is 5 x 107%, and
learning rate is 1073,

We chose two approaches as contrasts. The one is the CNN model proposed by
Kim (2014) which has been proved to be one of the best models on text classification.
The case statements are inputs and the statute labels are outputs. We consider each
candidate statute as a label, so the number of output neurons is 50. We choose the top-2
statutes as a recommendation. Since the network cannot handle the inputs with random
lengths, we regard the largest text length in the training set as the fixed text length. If
the length of the input is smaller than that, pad with <unk>. If it is larger than that, it
will be truncated.

The other contract model is the CNN model proposed by He et al. (2015) which has
superior performance on text similarity. Both case statements and statute contents are
inputs while outputs are binary classes. Notice that it cannot handle the inputs with
random lengths, too. Text should be padded or truncated to a fixed length as above.

4.4 Results

In this paper, we use precision, recall and F1-score to measure the model performance.
Precision is a measure of the correctness of the recommendation. It is defined as:
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Precision = 15" % (5)

where N denotes the total number of cases, R denotes the number of statutes which are
predicted right, T denotes the total number of statutes which are recommended. Recall
is a measure of the coverage of the recommendation. The formula is as follows:

Recall = 5%, (6)

where S is the number of statutes which are actually cited. Precision and recall are
mutual condition. For one extreme example, if we recommend all candidate statutes,
the recall will be 100% and the precision will be quite low. So, we can use Fl-score as
a compromise. Fl-score is the harmonic mean of precision and recall. It is defined as:

Flescore — 2 X Prc?c.ision X Recall (7)
Precision + Recall

Table 3 shows the experiment results on divorce cases. Our model outperforms the
other systems. Via the results of Kim’s CNN model and ours, it embodies the key
insight that the semantic information of statute contents is beneficial to identifying
statutes applicability, which is agreed with our expectation. The possible reason for
surpassing the approach of He et al. (2015) is that we put the case statements and
statute contents together at the first layer of CNN model while He et al. (2015) asso-
ciates them until the last full connected layer.

Table 3. Experiment results on divorce cases.

Model Precision | Recall | F1 score
Kim 2014 0.6321 | 0.8090 | 0.7069
He et al. 2015 |0.8749 | 0.7023 | 0.7791
Ours 0.9359 |0.7173|0.8121

5 Conclusion

In this paper, we presented a novel CNN model for statutes recommendation. We use
word2vec to express the semantic meaning of the text. We combine statute contents
and case statements at the first layer of the network. Then we obtain the relations
between these two texts through the convolution of different kernel sizes and k-max
pooling. In the end, whether the statute is used in the case or not is computed by the full
connection layer. Experiments show that the model has good performance.

In future work, we will dedicate to make the proposed model achieve the ability to
judge the applicability of new-released statutes, since the exiting statutes recommen-
dation frameworks based on classification techniques cannot meet the demand.
Besides, we will try to mine associative statute rules to optimize the outputs of our
CNN model.
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